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Abstract—Cloud systems are managed on the basis of au-
tonomous systems. We present criteria that are suitable for
optimization or improvement of modern cloud systems. In
every operating system, task scheduling is very important. In
clouds systems, where large amount of tasks runs on numerous
machines, optimized task scheduling leads to significant reduc-
tion of computing time. Cloud providers have to comply with
service level agreement from technical and from the quality
of service point of view. For this reason, we specify quality of
service criteria and limits for service level agreement violation.
Clouds are virtualized by virtual machines or containers. We
show approaches for power consumption minimization. Fog
computing helps to improve middleware technology between
cloud computing and the IoT devices. We specify criteria for
correct decomposition of parallel and distributed application. We
conclude that understanding of effective work of the system, can
improve design and implementation of parallel and distributed
application.

Index Terms—cloud systems, heterogeneous clouds, micro-
clouds, microservices, containers, criteria of quality

I. INTRODUCTION

In this lecture, we try to draw attention to the diversity
of cloud systems. Users usually perceive clouds as storage
for their files, or platform for execution of their application.
Cloud systems are successfully used for large-scale and time-
consuming scientific computations, for which high hardware
requirements are characteristic (expressed by the number of
CPUs, GPGPUs, memory capacity, connection speed, band-
width, and so on) [1].

Therefore, some clouds are centralized by default and
contain a large number of computing nodes and are often
located in data centers with large data storages [32]. They are
equipped with management systems for scheduling of tasks on
computing machines. Modern management systems monitor
and predict system load and a number of other parameters in
order to achieve optimized system behavior (minimum task
computation time, maximum system throughput, minimum
electricity consumption, and so on) [3].

This also results in a number of criteria that clouds have
to meet. From the point of view of the system, the task that
comes into the system must be available as soon as possible.
To meet this requirement, the deployment of containers instead
of virtual machines is preferred in current systems. In addition,
modern approaches try to minimize the availability time (start
time) of the container. It is also important that the task, which

runs in the system, has shortest possible execution time. For
this purpose, the optimization criterion: ”completion time of
the last task”, or makespan is traditionally and successfully
used. This is a basic criterion that is suitable for all cloud
systems [1], [2].

Currently, the scientific activity related to cloud systems is
focused on the use of clouds for processing data related to the
Internet of Things (IoT ).

Clouds for IoT can be implemented as microclouds and are
placed on the edge of the network, as close as possible to the
place where the data is generated [5], [25].

It is also important to minimize the consumption of electric
energy. Minimization, or reducuction of electricity consump-
tion is essential in all types of cloud systems. Some approaches
are used to optimize consumption in centralized clouds, and
other approaches are needed to reduce consumption for pro-
cessing a large number of tasks on a relatively large set of
microclouds.

The method of consolidating virtual machines or containers
is successfully used to reduce electricity consumption. The
modern approach to reducing electricity consumption is based
on brownout technology.

All heterogeneous cloud systems have to work in such a
way that the quality conditions defined in the SLA (in the
agreement between the client and the service provider) are met
[3], [4]. Some are defined by the start time of computation or
completion time of the task, bandwidth or system throughput.
Therefore, it is often necessary to solve optimization criteria
from the system’s point of view in combination with SLA
criteria. Some approaches define the so-called SLA violations
as a limit or critical points that cannot be exceeded because it
would be impossible to meet the SLA.

At the end of the lecture, we specify criteria for correct
decomposition of parallel and distributed application. Because,
understanding of effective work of the system, can improve
design and implementation of parallel and distributed applica-
tion.

II. CRITERIA SUITABLE FOR IMPROVEMENT OF MODERN
CLOUD SYSTEMS

Task scheduling and completion time of last task in
batch of tasks minimization. In computing systems, the term
task scheduling denotes allocation of tasks to computational



resources for the specified time interval. Cloud systems for
high performance computing contain a large number of ma-
chines and are processing a huge number of large – scale data.
Scheduling problem is defined by the set of machines, the set
of tasks and optimization criterion. Since creation of schedule
is NP–complete problem, we need to use an optimization
method [6], [7]. Typical and very useful criterion is completion
time of last task in batch of tasks Cmax. We are searching for
schedule with the smallest Cmax. In the last years, number
of approaches with effective and evaluated implementations,
that quickly and pseudo optimally scheduled tasks in cloud
systems was introduced. We also used various approaches to
this problem in our works [28], [29]. For this purpose, authors
of [16], [17], [30] created the cloud scheduling simulators.

Criteria for quality of service. Service level agreements
between clients and cloud providers also include the criteria
for quality of service. There are various cloud systems. For
example, clouds for high performance computing, clouds for
Internet of Things (with large amount of devices), microclouds
and others. Modern technologies have various functionalities
and they can have different requirements on quality of service.
The cloud systems are centralized and IoT devices are allo-
cated on the edge of the network. Fog computing represents
middleware technology that is situated between cloud system
and IoT devices. The typical requirements for a cloud system
are related to the quality of service, such as: reservation of
computing resources in advance, the last time for starting the
specified task, deadline for finishing the task, limit for maximal
slowdown of task. On the other hand, for IoT connection with
a cloud another requirements are specified: limits for response
time, bandwidth, latency, uninterruption and reliability in data
stream transportation from large amount of devices [26], [27].

Criteria for power consumption minimization. Cloud
system can be virtualized by virtual machines or containers.
Basic criterion is to minimize the number of active servers,
if the system is underloaded. An effective method for clouds
with virtual machines is consolidation of the virtual machines.
This idea is based on migration of all virtual machines from
underloaded servers which allows us to switch these idle
servers to low-power mode [14], [15], [20]. Second opti-
mization criterion is to minimize amount of virtual machines
which were switching on, after switching on the same virtual
machine in specified time interval [9 - 13]. For clouds that
are virtualized by containers [18], [19] brownout technology
can be used as a method for reducing power consumption. In
this method we can set the threshold for overloaded servers. If
there are overloaded servers detected, probability of triggering
a brownout and utility reduction for every overloaded server is
computed. The lowest utilized containers are deactivated [8],
[21], [23].

Limits for Service Level Agreement violation. For au-
tonomous management of cloud system it is necessary to have
implemented such algorithms, that are optimized by particular
previous criteria and at the same time algorithms that arranged
that limits for Service Level Agreement violation will not be
exceeded [18].

For example, in microservices [22] - typical limit for
Service Level Agreement violation is ratio between number of
requirements without responses (untill some time interval) and
all requirements. For other type of services, we can compute
limit for Service Level Agreement violations time per one host
(SLATH) as ratio between total time when host was fully
utilized (leading to SLAV ) and total time when host was
active. For all hosts in the cloud system this limit (SLATAH)
can be computed as an average of Limit for Service Level
Agreement violations time of active hosts.

Container start time minimizing. Criteria for fog comput-
ing can be various. One of the important criteria in this area
is to minimize start time of container. Standard container is
managed by container engine, e.g. Docker. For acceleration
of the start time of container it is possible to modify docker
file system. It is necessary to identify a set of files that
are needed for starting of the container and entire directory
structure of the original file system image. Before starting of
the container is finished so called FogDocker starts necessary
files, mounts virtual file system and creates directory tree.
FogDocker significantly reduces starting time of a container
[24].

Correct decomposition of parallel and distributed ap-
plication. We introduced various criteria which are important
for effective work of the cloud system. Understanding of the
criteria can improve design and implementation of parallel and
distributed application. In process of designing parallel and
distributed applications which are suitable for cloud computing
it is necessary to respect some criteria. Suitably designed
application helps to loadbalance the system, to minimize
communication between tasks and to minimize waiting in the
system. There are two main and very effective criteria that we
evaluated:

1) to search such decomposition of task that computation
times for all subtasks will be identical.

2) to minimize computation time for every subtask and at
the same time for whole application [31].

Decomposition of the computational task is sometimes more
difficult. For example, if each subtask contains recursions with
different numbers of recursion calls, then computation times of
these subtasks are very diverse. This causes a high load and
time imbalance. With the use of classification it is possible
to compute all subtasks with similar or same numbers of
recursion calls (are in the same class) in close to identical
times [32].
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